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Abstract

How do protest movements collectively choose between peaceful or violent tactics over
time? I study a dynamic regime change game in which individuals decide whether to partici-
pate in a protest, given the tactic chosen by previous protesters. I assume that the power of
peaceful tactics is more reliant on turnout than violent tactics. I demonstrate that tactical
choice involves both prospective and retrospective considerations. On the one hand, tactical
choice responds to information learned from past protests, reflect a process of learning and
experimentation. On the other hand, tactical choice must manage public optimism to preserve
future opportunities for collective action. Failed protests can undercut public optimism, re-
ducing the efficacy of future tactics and curtailing the possibilities for further contention. The
repeated failure of protests, moreover, presents movements with a tactical dilemma. While
violence may seem attractive since it is less dependent on turnout, these failures may indicate
that violence is futile, leading movements to gamble on peace in hopes of securing high turnout
by chance. The game also offers a solution to the problem of equilibrium multiplicity in re-
peated global games. Individuals’ per-period participation decisions are cutoff in idiosyncratic
participation costs, while beliefs about the regime are commonly held across periods.
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1 Introduction

What drives protests to choose and change tactics? Existing research has documented the struc-
tural, behavioral, and external factors that explain how different methods of resistance weaken and
overcome regimes, when these methods are more or less likely to succeed, and how they respond
to regime repression (Ackerman and DuVall 2000; Chenoweth and Stephan 2011; Cunningham
2013; Dornschneider-Elkink and Henderson 2024; Schock 2005; Sharp 1973; Sutton, Butcher and
Svensson 2014). What has been comparatively sidelined is how tactical choice influences, and
influenced by the ongoing interplay of past protest outcomes, public opinion, and future prospects
of contestation. This dynamic is usually treated problematic, as it means that endogeneity and
path dependence are inevitable concerns for research seeking external explanations for the suc-
cess and outcomes of tactical choice. However, the fact that tactical choices, public opinion, and
protest outcomes are tightly interwoven is more than an inconvenience: The churn of these forces
is at the heart of any social movement, and it is essential to understand how they shape behavior
and decisionmaking.

This paper systematically unravels how this interplay generates dynamic and organizational
incentives behind protests’ choices of tactics. I develop a framework in which public opinion,
observed mobilization, and tactical decisions are tightly coupled, and influence one another over
time. I specifically focus on the choice between peaceful tactics, which are most powerful when
there is massive turnout, and violent or unconventional tactics, which are less dependent on mass
participation for power and visibility.

Two sets of incentives emerge from the model. The first set is organizational, and reflects
incumbent protesters’ desire to retain control of the movement and to protest using tactics in
line with their ideology and personal preferences. The second set of incentives is dynamic and
success-oriented, and reflects protesters’ incentives to use tactics which are not only likely to
achieve success today, but also facilitate chances of future success in the case of a failure or set-
back today. Success-oriented incentives therefore involve both backwards- and forwards-looking
considerations. On one hand, protesters are able to learn from their past attempts and failures,
and can pick tactical choices based on the knowledge they have gained from contesting the regime
in the past. On the other hand, failures today inevitably impact public opinion tomorrow – and
hence the efficacy of tactics tomorrow. I show that protesters sometimes sacrifice having a more
powerful protest today so as to not undercut the possibility of a strong protest tomorrow: in
other words, that tactics are sometimes chosen to manage public optimism.

The incentives and dynamics which emerge from the model mirror the concerns, conflicts, and
choices experienced by social movements in the real world. Importantly, they reflect the fact that
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protests which do not quickly and easily accomplish their goals often wrestle with the decision of
switching to tactics at odds with the convictions of existing membership. The African National
Congress (ANC), for instance, initially contested apartheid using peaceful and passive tactics,
but its leadership made the intentional turn to armed violence when nonviolent demonstrations
met with severe regime repression and failed to result in change. The next three decades of
contention were dominated by violent attacks, vandalism, and bombings, until the South African
government ultimately agreed to enter into negotiations which ultimately ended apartheid. In-
stances where organizations considered but ultimately resisted a transition to violence are also
interesting, especially as they help shed light on how organizational incentives may conflict with
success-oriented incentives: Internecine conflict over the primacy of nonviolence and organiza-
tional structure of the movement ultimately resulted in the dissolution of the Student Nonviolent
Coordinating Committee (SNCC), a major organization in the American civil rights movement.
These examples suggest that the ability of organizations to shift and experiment with tactics is
constrained by incumbents’ desire to succeed on their own terms – and to retain control of the
movement in the future. However, as the model also predicts, violence is not always a terminal
or permanent state. Movements which begin with violent tactics are sometimes is superceded by
peaceful civil resistance, as was the case with several episodes of Latin American resistance in
the 1980s (Carter 2009).

My model spotlights a logic behind these changes which originates from how protests learn
from their past experiences and seek to manage their future prospects. A key implication is
that order in which tactics are used matters: A protest that begins with violent tactics faces a
very different set of prospects than a protest that begins with peaceful tactics. Peaceful “people
power” tactics are more dependent on turnout for success, and are therefore also more sensitive
to changes in public opinion. A protest which uses violence (which is less sensitive to public
opinion) early on essentially squanders its best chance at a powerful peaceful protest. Protesters
therefore may eschew violent tactics in early phases of the movement even if violence is expected
to be very powerful. It is only when public opinion is eroded by repeated failures and regime
repression that violence becomes an optimal choice, not only for the protest today but for its
chances in the future. This logic offers alternative explanation for why several empirical studies
find that nonviolent tactics seem to more frequently result in successful protest outcomes (Ack-
erman, Karatnycky et al. 2005; Celestino and Gleditsch 2013; Chenoweth and Stephan 2011). If,
as the model suggests, violence tends to be chosen when beliefs are already quite optimistic, then
it will be used situations where a successful outcome is already very unlikely.

However, the model emphasizes that violence is not the inevitable choice after failures accu-
mulate and pessimism builds. The reason relates to the fact that protesters learn from what has
previously been tried. When protesters learn that the regime is strong, they may also conclude
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that the violent or unconventional tactics available to them are simply not strong enough to
present any real challenge: It is only a massive peaceful protest which has any change of suc-
cessfully triggering regime change. Movements may thus choose peaceful tactics in hopes that
a stroke of luck – a politically charged national holiday, international intervention, or otherwise
– will give them the massive turnout that they need. In other words, the outcome of learning
and experimentation may be a return to nonviolent tactics. The conclusions of the model echo
scholarship that asserts that violence, rather than being the product of a “terrorist personality,”
religious fanaticism, or heightened emotional states, is a strategic choice employed by actors mo-
tivated by largely the same concerns as actors who choose nonviolence resistance (Dornschneider
2016).

On a technical level, this paper contributes to a growing literature which uses global games
in order to model protests and other collective action problems. The key innovation of this paper
is that citizens do not receive a noisy signal of regime strength; rather, their per-period cost of
participation is idiosyncratically drawn. As a result, individual participation decisions are cutoff
in their period-specific participation cost, while beliefs about regime strength are commonly held.
Hence, given a realization of cost shocks over the course of the game, there is a unique equilib-
rium. This is an appealing feature for this paper because it allows me to derive clean equilibrium
predictions about a movement that can engage in repeated protests.

The draft proceeds as follows: Section 2 discusses related literature. Section 3 presents the
model. Section 4 discusses equilibrium individual participation decisions. Section 5 presents a
toy example which clarifies prospective and retrospective success-maximizing considerations. In
Section 6, I offer preliminary comments on full model results, extensions, and conclusions.

2 Related literature

This paper connects two major bodies of substantive literature. These ask, respectively, how
protests affect public opinion and citizens’ information about the regime, and how protests’ tac-
tical choices translate into success or failure. In the first category are papers, beginning with
Lohmann (1994), which examine how protests reveal information about the regimes they contest
– in particular, revealing that regimes are more fragile or vulnerable than protesters previously
thought. More recent evidence is mixed about the consequences of such “informational protests.”
Tertytchnaya and Lankina (2020) study contemporaneous public opinion over the course of elec-
toral protests in Russia. They find that while public opinion initially shifted in favor of public
demands, media coverage and regime repression ultimately decreased public support for the move-
ment’s demands. By contrast, Pop-Eleches, Robertson and Rosenfeld (2022) find that partici-
pation in Euromaidan protests induced participants to be more sympathetic to protest demands
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and frames, shifting public opinion in favor of the protest. These and other studies use snapshots
of public opinion gathered at a few discrete points before, during, or after protests – while they
offer suggestive evidence that the success of protest movements influences public opinion after
the fact, they cannot capture the continuous evolution of public opinion during protests, and how
that in turn influenced how protests chose to contest regimes.

Related work on how repression suppresses or inflames dissent offers similarly mixed conclu-
sions, due in part to the fact that, as Ritter and Conrad (2016) observe, both repression and
dissent are chosen strategically: governments and dissidents act not only in response to one an-
other’s realized actions, but in anticipation of what one other may do. Chiang (2021) finds that
repression, particularly physical repression, deters participation in nonviolent movements, but
does not find a clear effect of repression on participation in violent movements – results consis-
tent with a model where participation in peaceful protests is more sensitive to beliefs about the
strength of the regime. Butcher and Pinckney (2022) points out, as my model shows, that par-
ticipation is endogenous to participants’ beliefs about the regime, so that “large protest sizes are
almost certainly indicative of the widely-shared expectation of government concessions.” When
controlling for this endogenous effect, they find that the positive relationship between protest size
and government concessions goes away.

The second body of literature encompasses a decades-long effort to explain and recommend
how nonviolence, in particular, can be used to present a serious challenge to the coercive power of
regimes (Ackerman, Karatnycky et al. 2005; Ackerman and DuVall 2000; Lyall and Wilson 2009;
Pape 2003, 2005; Schock 2005; Sharp 1973). This literature offers a rich and nuanced view of the
mechanisms by which specific techniques of violent or nonviolent resistance attract participants
and undercut the ways that regimes maintain power. My approach to violence and nonviolence
mirrors that of Chenoweth and Stephan (2011): I assume that the key difference between these
tactics is their reliance on mass participation to generate force. Peaceful tactics are fundamentally
“people power” tactics which rely exclusively on turnout to produce power which puts pressure
on regimes to yield to their demands. By contrast, violent tactics are less reliant on turnout.
Similarly to the difference between conventional and irregular warfare, violent tactics depend on a
relatively small number of people who can conduct activities which are disproportionately visible
and disruptive, drawing wider attention to the excesses of a regime or directly sabotaging key
elements that prop up the regime.

How tactics are chosen to strategically in response to evolving beliefs is a question that has
been mostly taken up by some scholars of rebel groups, civil wars, and international conflicts
(Bueno de Mesquita 2013; Qiu 2022). As these authors observe, rebels’ wartime strategies are
responsive to their current strength – but are also consequential for the duration of fighting and
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the likelihood of reaching a peace settlement. Because these models typically treat governments
and rebels as unitary actors, they do not capture the incentives that arise from collective action.
In particular, these models do not capture the incentive to manage public opinion, which derives
form the fact that collective action is ultimately dependent on individually optimal choices.

This paper is closely related to the literature that models mass protests using global games
(De Mesquita 2010; De Mesquita and Shadmehr 2023; Edmond 2013; Gieczewski and Koçak 2024;
Morris and Shin 1998, 2003; Morris and Shadmehr 2024). A limitation of this technology, how-
ever, is that the uniqueness properties that guarantee uniqueness in the stage game break down in
repeated or dynamic extensions (Angeletos, Hellwig and Pavan 2007; Little 2017). In the canon-
ical one-shot global game, agents receive heterogeneous signals about the strength of the regime.
As Morris and Shin (1998) show, in the unique equilibrium of this game, each agent’s optimal
action is a best response to the proportion of agents which they believe have a lower signal than
they do. In a repeated global game, however, beliefs informed by private signals interact with
beliefs informed by the fact that the regime has survived past protests. This interaction produces
a multiplicity of equilibria. This motivates my choice to decouple beliefs about the regime from
the beliefs about the quantity which underlies participation decisions. In the structure I present,
beliefs in each period are commonly held; global games-style heterogeneity in participation costs
drive individual participation decisions.

Finally, modeling a protest movement as an organization where incumbent members vote on
tactics (thereby influencing the composition of future membership) connects this paper to the
literature on experimentation in organizations with endogenous membership (Bai and Lagunoff
2011; Gieczewski 2021; Gieczewski and Kosterina 2024). This literature analyzes the long-term
consequences of policy choices made by organizations where membership endows voting rights
over future policies A common theme of this literature is that sub-optimal policies can become
entrenched when the organization is “captured” by relatively extreme membership. This pa-
per is the first, to my knowledge, to use a dynamic model of an organization with endogenous
membership to study protests and collective action.

3 Model

Overview. A protest movement exists in discrete time t = 0, 1, ..., T ≤ ∞. In each period t ≥ 1
that a protest did not succeed, incumbent protesters choose one tactic to be implemented in
[t, t + 1). The choice is observed publicly. A participation stage then takes place where all agents
can decide whether or not to join the protest in [t, t + 1) (there is no priority given to previous
incumbents). If their protest is successful, the game ends. If it is unsuccessful, the game proceeds
to the next period, where the set of agents who choose to be members at time t constitutes the
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new set of incumbent protesters who can choose tactics for the next period. In the beginning of
the game, t = 0, the game starts with a participation stage where the movement’s initial tactic
is exogenously specified.

Types. There exist two types of agents, peaceful and violent. Let τ denote the type of an
individual agent (peaceful or violent). I assume there is a unit mass of each type. An agent’s
cost of taking their aligned action (e.g. a violent agent participating in a protest endowed with
the violent tactic) is cτ

it = cτ
t + ϵτ

it. The two components of cost, which are both drawn i.i.d. each
period, are a population shock cτ

t ∼ Unif [c, c̄] which affects all agents of a given type equally,
and an individual shock ϵτ

it ∼ Unif [−ϵ, ϵ], where ϵ > 0. An agent’s cost of taking their unaligned
action is infinite. As such, a peaceful agent will only ever join when the peaceful tactic has been
chosen, and likewise for a violent agent.

Tactics and success. Each tactic has a protest production function which transforms turnout,
ℓ, into protest power. Turnout ℓ ∈ [0, 1] is measured as the fraction of all aligned agents who
show up. I denote the production functions by AV (ℓ) and AP (ℓ), and assume that AV (0) >

AP (0), AV (1) < AP (1), A′
V (ℓ) < A′

P (ℓ). The strength of the regime is given by a state variable
θ. Before the game begins, θ ∼ Unif [m, M ], which also constitutes the common prior held by
agents. If AP (ℓ) > θ, the protest succeeds with probability ρP , and if AV (ℓ) > θ it succeeds with
probability ρV . Let Wt denote whether a t-period protest succeeds. An individual’s flow payoff
is

uτ
it = (−cτ

it)1{ait=1}︸ ︷︷ ︸
Participation cost

+1{ait=1∩Wt=1}︸ ︷︷ ︸
Private benefits

+ ν1{Wt=1}︸ ︷︷ ︸
Public benefits

and their total payoff is the discounted sum of their flow payoffs ui = (1 − δ)
∑∞

t=0 δtuit.

The timing of each period proceeds as follows:

1. The protest’s tactic is inherited from the last period’s choice.

2. Costs are drawn. Individual agents choose whether or not to join the protest.

3. Protest occurs. Agents observe turnout and the outcome. Flow payoffs are realized.

4. If the protest succeeds, the game ends. If not, current organization members vote on next
period’s tactics. Repeat from step 1.

The solution concept is Perfect Bayesian Equilibrium.
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4 Equilibrium participation decisions

I first demonstrate foundational results about per-period individual participation decisions. Tak-
ing tactical choices and beliefs as given, I will demonstrate that individuals’ participation decisions
follow a turnout rule in each period: that is, an agent chooses to protest if their cost cτ

it is less
than some threshold ĉτ

t . I then show that ĉτ
t is weakly decreasing over time, the consequence of

increasing pessimism about θ brought on by repeated failures. Although each tactic’s threshold is
decreasing, however, aggregate turnout may not. Because participation costs are re-drawn each
period and tactical choices may change, either one or both of these factors could drive an increase
in turnout from one period to the next even if the threshold decreases.

These results provide the close link between beliefs and participation behavior. In brief sum-
mary, the realization of cost shocks combined with prior beliefs determines turnout. Turnout,
produced with the chosen tactic, produces protest power, which provides the information upon
which beliefs are updated and induces path dependence in the model. Since this entire process
hinges upon the realization of cost shocks, the path of the population-level costs generates path
dependence in the model.

Beliefs in any given period about θ are simply the posterior after viewing any number of
rounds of failed protests. The variation which produces “Laplacian” beliefs is over private costs:
players’ choice to protest is a best response to the proportion of agents who they expect to have
a lower participation cost than they do. To see this result, note that an agent aligned with the
current tactic possessing cost cτ

it protests if

P (Wt = 1) (1 + ν) − cτ
it > P (Wt = 1) (ν)

⇐⇒ P (Wt = 1) > cτ
it

Let Ft denote the CDF of the (public) posterior belief about θ at time t. At the point of
indifference between participating and not participating,

P (Wt = 1) = cτ
it

ρτ

∫
c̃
Ft

(
Aτ (ℓ(c̃))

)
g(c̃|cτ

it)dc̃ = cτ
it

Here, g(c̃|cτ
it) denotes a player’s belief about c̃, (the population-level cost) conditional on their own

observed cτ
it. ℓ(c̃) is the proportion of the population that would mobilize if the population cost was

indeed c̃. Recall that Aτ (.) indicates the tactic-specific protest production function. Therefore,
the condition is the average expected success of all possible realizations of protest power induced
by possible cost shocks. We can simplify this expression substantially using standard global
games properties. We know that the marginal agent who is indifferent between participation and
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non-participation believes that the proportion of agents with cost less than hers is distributed
Unif [0, 1]. Therefore, we can abstract away from explicit beliefs about costs and shift instead to
beliefs directly about turnout, ℓ:

ρτ

∫ 1

0
Ft
(
Aτ (ℓ)

)
dl = cτ

it ≡ ĉτ
t (1)

This condition yields a per-period cutoff participation rule: an agent protests in time t iff his cost
cτ

it < ĉτ
t . The key element is Ft, agents’ commonly held posterior beliefs about θ, which is what is

used to compute the expected success of a protest produced with tactic τ and with mobilization
l. Changes in the cost threshold over time therefore directly reflect updates in posterior beliefs.
Beliefs are only ever updated with bad news. Since a success ends the game, beliefs are only
ever updated in the case of failure. As a result, Ft at each period first-order must (weakly)
stochastically dominates Ft−1, placing more and more (relative) weight on higher values of θ.
The consequence is that the average expected success over all possible realization of protests
must fall – that is, ĉτ

t must fall. These results are summarized in the following statement:

Lemma 1. An individual with cost cτ
it protests in period t if

cτ
it < ρ

∫ 1

0
Ft

(
Aτ (ℓ)

)
dℓ ≡ ĉτ

t

Furthermore, ĉτ
t ≤ ĉτ

t−1 ∀t.

Note that the statement ĉτ
t ≤ ĉτ

t−1 ∀t applies within a tactic – it does not make a statement
about the relationship between the different tactical thresholds, i.e. for a given t, whether cp

it > cv
it

or vice versa.

5 Success-maximizing tactical choice

I now demonstrate how the structure of equilibrium participation maps onto tactical decisions.
The aim of this section is to clarify the intertemporal incentives to make success-maximizing tac-
tical decisions. The game as it is written contains many other possible incentives: for instance,
individual incentives to acquire private participation benefits, or conversely to free-ride off the
costly participation of others. This sections abstracts away from those incentives to isolate how
tactics can be chosen to maximize the movement’s chances at success. To this end, I focus on
the decision of a social planner who is solely concerned with maximizing success across the total
(two-period) lifetime of the protest. The social planner does not discount, and does not care
about the payoffs incurred by individual agents. The social planner can choose tactics in both
periods, but cannot control turnout.
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I show that there are, broadly, two forces that affect the social planner’s choice: retrospective
and prospective incentives. The retrospective incentives are strongly reminiscent of the experi-
mentation literature: essentially, the more accurate the information that the social planner has
about the regime, the better able he is to make an “accurate” tactical choice. The prospective
incentive originates from the coordination dynamic. It reflects the fact that tactics’ (expected)
power in the future depends on beliefs that will be informed by what happens today. Since
the social planner is not myopic, he therefore has incentive to “manage public opinion” so as to
not sabotage his chances of succeeding in the future if there is a failure today. Note that while
an experimentation incentive would be present even without coordination concerns, the latter
category of incentives – to preserve future chances at contesting the regime – is purely driven
by coordination concerns. The social planner knows that citizens will learn from what happens
today, and that that learning will affect their turnout decisions, changing the potential of both
tactics. In short, coordination means that the tactics available to use tomorrow are not the same
tactics available to use today.

One temporary simplification will make it possible to cleanly isolate these two incentives:
assume that the output of violence is independent of turnout. The reason this works is because
retrospective (“experimental”) and prospective (“coordination”) concerns map onto uncertainty
over θ and uncertainty over turnout, respectively. The tactical assumption made up until now is
that the peaceful tactic is more sensitive to turnout than the violent tactic. The simplification
is simply to make this difference stark: to assume that turnout uncertainty does not apply at
all to the violent tactic. As a result, we can simply consider the choice between the violent
tactic whose success is subject only to regime strength uncertainty, and the peaceful tactic whose
success depends on both regime strength uncertainty and turnout uncertainty (peace). The result
is starkly illustrated in the following lemma:

Lemma 2. Suppose that Av(ℓ) = v̄ ∀ℓ, Ap(ℓ) is linear, and that there is no backfiring (ρP =
ρV = 1). Consider the choice of a success-maximizing social planner who does not discount. The
following facts are true:

(i) The social planner will never use violence in the first period.

(ii) The range of failed first-period protests for which violence is used in the second period is
increasing in v̄.

These two facts isolate how prospective and retrospective concerns map onto success-maximizing
tactical choice. The first fact – that violence is never used in the first period – comes directly
from prospective concerns. The reason for this is that turnout in the second period is affected by
the realization of the first-period protest, and therefore the order in which tactics are used is not
neutral. A failed first-period violent protest deterministically reduces the expected power of peace
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in the second period. However, a failed first-period peaceful protest has no effect on the power
of violence in the second period. This is true for any level of v̄, even if v̄ is very high. Hence,
forward-looking concerns can lead the social planner to make choices which are not myopically
optimal: even if violence has much higher expected success than peace in the first period, using
it in the first period takes away the chance that a large peaceful turnout will be able to overcome
a regime too strong to be defeated even by the strong violent technology.

This emphasizes the importance of choosing tactics to “manage public optimism.” Since the
power of the peaceful tactic is sensitive to turnout, it is also vulnerable to being impacted by
public posteriors about the regime formed after the first protest. Using violence first essentially
guarantees that, in the case of failure, the “peaceful tactic” available to tomorrow will be weaker
in expectation than the peaceful tactic available today. By contrast, since the powerful violence
is not sensitive to turnout in this simplified example, it offers, essentially, a risk-free guarantee of
protest of power v̄. Therefore, forward-looking concerns are directly connected to the collective
action dynamic established in Section 4. Because tactics depend (to varying extents) on collective
action to generate power, the versions of tactics available at time t + 1 are not the same versions
of tactics available at time t – and that this impacts optimal tactical choice at time t.

The second part of the lemma deals with retrospective considerations, and isolates the effect
of period 1 learning on optimal period 2 choices. This is essentially an experimentation result:
the more information that is revealed about the state variable, θ, the better-informed that the
organizer’s choice is. Just because the organizer should eschew violence in the first period does
not mean that he necessarily will, or will not use violence in the second period – this depends
on the information revealed about the state by the power, and outcome of the period 1 protest.
Without backfiring, learning about the state is especially stark: the failure of a protest of size A1

confirms that θ > A1.

Figure 1 plots the expected second-period success of each tactic as a function of the power
of a (failed) first-period protest. The figure makes several dynamics clear: Holding v̄ constant,
the larger the (peaceful) first-period protest, the more likely it is that peace will be chosen in
the second period. Part of this is mechanical: if the first period protest exceeds v̄, then violence
has zero chance of success, while peace has a positive chances of success – as such, peace will
be chosen in the second period. However, it is not entirely mechanical: even when A1, the size
of the first period protest, is smaller than v̄, the social planner has enough doubt that v̄ > θ to
choose peace. By contrast, when the first period protest is small and the social planner learns
relatively little, violence is a more appealing “safe” option. The more powerful that v̄ is, how-
ever, the wider the range of failed first-period protests for which violence is chosen the second
period. In the figure, when violence is relatively weak (v̄ = 0.5), there is no failed first-period
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Figure 1: Expected success of peaceful (in blue) and violent (in red) tactics as a function of first
period protest power. Ap(ℓ) = 1.5ℓ, different levels of violence displayed in legend. Other starting
parameter values are: θ ∼ Unif [0, 2], ϵ = 0.1, cp

t ∼ Unif [0, 1].

protest for which violence is chosen. As we progressively increase the power of violence to 0.75,
then to 1, so too we increase the range of histories for which violence is chosen in the second period.

The existence of a collective action dynamic, however, sets this model apart from existing
models of experimentation. Unlike models of experimentation where the technologies or tactics
available to experimenter are fixed, a key component of this model is that the potential partici-
pants are also learning from past protests – not only the experimenter, and adjusting their own
participation thresholds in response. Hence, the tactics available for an experimenter to “use” in
the future are not identical to the tactics available in the past. The retrospective calculus that
may lead organizers to choose peace in the second period is fundamentally different from the
prospective calculus that drives organizers to choose peace in the first period.

A dynamic that obvious in this example is the idea that failures do not necessarily lead to-
wards violence. The failure of a peaceful protest that is more powerful than v̄ teaches protesters
that a violent protest is futile. The cleanliness of this result is owed to the starkness of learning
in this example. Without backfiring or other considerations that would create more uncertainty
in learning, players learn immediately that it is not only unlikely, but indeed impossible that
violence can succeed. In the fuller version of the game, where learning is less stark and both
tactics are responsive to turnout uncertainty, this dynamic is significantly more complex.
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This example also shows how path dependence in the model does not have immediately obvi-
ous consequences. In particular, the likelihood of success over the lifetime of the movement can
vary non-monotonically with the realization of first-period costs. To illustrate this with a toy
example, I continue with the parameterization displayed in Figure 1, with v̄ = 0.5 (so that vio-
lence is never chosen in the second period). In this case, the first-period participation threshold is∫ 1

0
1.5ℓ−0

2−0 dℓ = 0.375. Suppose that the first-period aggregate shock is low enough that all citizens
turn out. Since this is the maximally powerful protest, its failure indicates with certainty that it
is impossible to succeed. Nonetheless, since all plausibly defeatable values of θ would have fallen,
there is also no “money left on the table.”

Conversely suppose that the first-period aggregate shock is high enough that no citizens
turn out. In this case, nothing is learned from the protest, and as a result, expectations of
success in the second period are identical to those in the first period: in particular, the second-
period attendance participation cost is once again 0.375. Finally, suppose that the cost draw is
intermediate. Consider what happens if cp

1 = ĉp
1, so exactly half the population turns out. If this

protests fails, then the second period cost threshold is 0 – and in the very best scenario, then
only half the population turns out again. The first period experience shows that this is futile,
but also that violence with v̄ = 0.5 is also futile. Indeed, it is this intermediate cost draw that is
most detrimental for total chances of success over the lifetime of the protest.

6 Preliminary conclusions

Organizational incentives. The natural next step is to extend the example provided in the previous
section to consider the decision that would actually be made if peaceful incumbents were installed
period 1 and had control over period 2 decisions. Under what conditions would they be willing
to cede control of the movement, and under what conditions would they be willing to sacrifice
chances of success in order to succeed on their own terms? In the two-period example, the
condition under which an incumbent would be willing to change tactics in the second period is:

Ft+1
(
E [Av(lt+1)]

)
(ν) >Ft+1

(
E [Ap(lt+1)]

)[
P
(
cp

i,t+1 < ĉp
t+1

)
+ ν

]

+ P
(
cp

i,t+1 < ĉp
t+1

) (
− Et+1

[
cp

it|c
p
it < ĉp

t+1
])

For reference, the condition for success-maximizing planner to change tactics to violence was
simply Ft+1

(
E [Av(lt+1)]

)
> Ft+1

(
E [Ap(lt+1)]

)
. This comparison provides us with some clarity.

Peaceful incumbents’ unwillingness to change tactics originates from the likelihood that they will
participate in a successful protest and acquire public benefits – the first term of the right-hand
side, but is curbed by cost that necessarily accompanies participation. Since participants never
show up if the cost is higher than the expected benefits, it is clear that this calculus tilts in the
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favor of recalcitrance – failure to change tactics even in some instances where it would be success-
maximizing. Hence, it is a reasonable conjecture that incumbents respond less to retrospective
incentives than a success-maximizing social planner. The desire to acquire private benefits di-
lutes incumbents’ ability to capitalize off learning and make decisions maximally conducive to
a social outcome. Of course, a decrease in success probability is not identical in this model to
a decrease in global welfare – and a further task of this exercise is to characterize precisely the
degree of success probability loss and a comparison in welfare. This portion of the exercise, once
proven, offers preliminary and suggestive evidence regarding the difference between movements
with decentralized decisionmaking structures and those with explicitly defined leadership. How-
ever, a more complete exercise, which looks at leaders with more realistic goals (e.g. those who
are biased towards one tactic or the other, or care more about participants’ welfare than success)
in the context of the full model, is necessary to make definitive statements.

After completing the exercise introduced in Section 5, the next task is to provide a character-
ization of all three sets of incentives – prospective, retrospective, and organizational – map onto
equilibrium behavior in a full version of the model with all the elements described in Section 3.
With this characterization complete, it will be possible to look at situations where some of these
incentives reinforce one another – such as cases when both retrospective and prospective consid-
erations both push organizers towards initial usage of peaceful tactics – and when they conflict
– such as organizational incentives interfering with retrospective incentives. It will then also be
possible to isolate effects on likelihood of success, as well as implications for citizens’ welfare.

Several comparative statics and extensions will then also be possible. For instance, how does
tactical choice change when public benefits are large relative to private benefits, or vice versa?
It is also possible to look at systematic differences between the two populations: what is the
result when the distribution of possible cost shocks for peaceful and violent engagement are very
different, as opposed to relatively similar? What about when one type has a larger population
than the other (rather than both being a unit mass)? Finally, a number of interesting and real-
istic extensions to the model are worth investigating. For instance, the model provides a natural
framework for understanding how multiple rebel groups might interact when collectively contest-
ing the same cause. One can imagine, for instance, a simple extension when two groups with
different fundamentals organize subsequent protests, learning from their counterparts’ choices as
well as their own. This extension has the potential to address questions on, for instance, the
emergence of violent flanks in protest movements.
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Appendix

A Proofs

A.1 Proof of Lemma 1

Proof. Recall that we defined

ĉτ
t = ρτ

∫ 1

0
Ft
(
Aτ (l)

)
dl

where Aτ is an increasing function of l and Ft denotes the CDF of the public belief about θ with
which agents make their participation decision in time t.

A protest of size l succeeds if Aτ (l) > θ. Suppose F FOSD F ′. Then, for some fixed a,

F (a) < F ′(a). This must be true of any size of mobilization a. Hence, in order to show that
ĉt+1 < ĉt, it suffices to show that Ft+1 FOSD Ft ∀t.

I proceed by induction on t.

Base case: t = 1. At t = 0, F0(θ) = θ−m
M−m . After one failed protest of size A1 ∈ [m, M ]:

F1(θ) =


(1−ρ)(θ−m)

(1−ρ)(A1−m)+(M−A1) if θ ∈ (m, A1)
θ−A1

(1−ρ)(A1−m)+(M−A1) + (1−ρ)(A1−m)
(1−ρ)(A1−m)+(M−A1) if θ ∈ (A1, M)

We will show that in both cases, F0 > F1. For the first case,

(1 − ρ)(θ − m)
(1 − ρ)(A1 − m) + (M − A1) <

θ − m

M − m
⇐⇒ ρ > ρ

(
A1 − m

M − m

)

which is true. For the second case,

θ − A1
(1 − ρ)(A1 − m) + (M − A1) + (1 − ρ)(A1 − m)

(1 − ρ)(A1 − m) + (M − A1)

= (θ − A1) + (1 − ρ)(A1 − m)
(1 − ρ)(A1 − m) + (M − A1) <

θ − m

M − m

⇐⇒ M − m

θ − m
> 1

which is true for all θ ∈ [A1, M ].

Inductive step: Prior to the start of period t + 1 there exists some past sequence of sizes
of past (unsuccessful mobilizations): Aτ (l1), Aτ (l2), ..., Aτ (lt). Order these from smallest to
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largest and denote them b1, ..., bt. Remove any mobilizations from the sequence that less than
m, since these do not affect beliefs. Thus, we have some non-decreasing sequence of mobilizations
of length s, where t ≥ s ≥ 1. Add the cut-points of the support of the distribution θ, so the
non-decreasing sequence of intervals consists of m, {b}s

r=1, M .

The density of the belief ft about θ is

ft(θ) =



(1−ρ)s

(b1−m)(1−ρ)s+(b2−b1)(1−ρ)s−1+···+(bs−bs−1)(1−ρ)+(M−bs) if θ ∈ [m, b1]
(1−ρ)s−1

(b1−m)(1−ρ)s+(b2−b1)(1−ρ)s−1+···+(bs−bs−1)(1−ρ)+(M−bs) if θ ∈ [b1, b2]

...

1
(b1−m)(1−ρ)s+(b2−b1)(1−ρ)s−1+···+(bs−bs−1)(1−ρ)+(M−bs) if θ ∈ [bs, M ]

(A1)

where the generic interval br − br−1 has density

(1 − ρ)s−(r−1)

(b1 − m)(1 − ρ)s + (b2 − b1)(1 − ρ)s−1 + · · · + (bs − bs−1)(1 − ρ) + (M − bs)

The corresponding CDF is

Ft(θ) =



(1−ρ)s(θ−m)
(b1−m)(1−ρ)s+(b2−b1)(1−ρ)s−1+···+(bs−bs−1)(1−ρ)+(M−bs) if θ ∈ [m, b1]

(b1−m)(1−ρ)s+(θ−b1)(1−ρ)s−1

(b1−m)(1−ρ)s+(b2−b1)(1−ρ)s−1+···+(bs−bs−1)(1−ρ)+(M−bs) if θ ∈ [b1, b2]
...

(b1−m)(1−ρ)s+(b2−b1)(1−ρ)s−1+...+(θ−bs)
(b1−m)(1−ρ)s+(b2−b1)(1−ρ)s−1+···+(bs−bs−1)(1−ρ)+(M−bs) if θ ∈ [bs, M ]

(A2)

Consider now the mobilization that is initiated at time t + 1:

Aτ

(
ĉ − (cτ

t − ϵ)
2ϵ

)
≡ b′

If b′ < m then agents learn nothing and beliefs do not change from one period to the next. If
b′ > M , replace it with the value of M (the upper bound on the support of θ). If b′ ∈ (m, M),, then
it must be that b′ is contained within an existing interval. Denote this interval by [bk, bk+1]. Let
B denote the set of all intervals from [m, b1]...[bk−1, bk] and B̄ denote the set of all intervals from
[bk+1, bk+2]...[bs, M ]. Note that the new (t + 1) sequence of cutpoints m, b1, ..., bk, b′, bk+1, ..., M

has s + 1 terms.

I will show that the FOSD relation must hold at least weakly in the interval [b′, bk + 1] and
must hold strictly everywhere else.

(1) First consider all intervals in B. For any θ ∈ [bj , bj+1] ∈ B, Ft FOSD Ft+1 if

(1 − ρ)j−1(θ − bj) + · · · + (1 − ρ)s(b1 − m)
Nt

>
(1 − ρ)j(θ − bj) + · · · + (1 − ρ)s+1(b1 − m)

Nt+1
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where

Nt = (b1 − m)(1 − ρ)s + (b2 − b1)(1 − ρ)s−1 + · · · + (bk+1 − bk)(1 − ρ)s−k + · · · + (M − bs)

Nt+1 = (b1 − m)(1 − ρ)s+1 + (b2 − b1)(1 − ρ)s + · · ·

+ (b′ − bk)(1 − ρ)s+1−k + (bk+1 − b′)(1 − ρ)s−k + · · · + (M − bs)

Note that Nt has one fewer term than Nt+1. Rearrange the initial inequality:

⇐⇒ Nt+1
Nt

>
(1 − ρ)j(θ − bj) + · · · + (1 − ρ)s+1(b1 − m)
(1 − ρ)j−1(θ − bj) + · · · + (1 − ρ)s(b1 − m)

⇐⇒ Nt+1
Nt

> (1 − ρ)(1 − ρ)j−1(θ − bj) + · · · + (1 − ρ)s(b1 − m)
(1 − ρ)j−1(θ − bj) + · · · + (1 − ρ)s(b1 − m)

⇐⇒ Nt+1
Nt

> (1 − ρ)

To see why this is true, note that for Nt restricted to terms preceding the “split term”, i.e.
(b1 −m)(1−ρ)s + · · ·+(bk −bk−1)(1−ρ)s−(k−1) it is true that (with some abuse of notation)
(1 − ρ)Nt = Nt+1. For Nt restricted to terms following the split, i.e. (bk+2 − bk+1)(1 −
ρ)s−(k+1) + · · · + (b1 − m), we have (with the same abuse of notation) a strict inequality:
(1 − ρ)Nt < Nt+1.

Now I compare the term in Nt that is split into two terms in Nt+1. For Nt and Nt+1

restricted to these terms, first note that

(1 − ρ)Nt = (bk+1 − bk)(1 − ρ)s−k(1 − ρ)

= (bk+1 − bk)(1 − ρ)s−k+1

By definition, Nt+1 = (b′ − bk)(1 − ρ)s−k+1 + (bk+1 = b′)(1 − ρ)s−k. This implies that

Nt+1 > (b′ − bk)(1 − ρ)s−k+1 + (bk+1 − b′)(1 − ρ)s−k+1

= (1 − ρ)s−k+1(b′ − bk + bk+1 − b′)

= (1 − ρ)s−k+1(bk+1 − bk)

= (1 − ρ)Nt+1

We have therefore proved that there must be (weakly greater than zero) terms where
Nt+1 = (1 − ρ)Nt and there must be at least one term where Nt+1 > (1 − ρ)Nt. This
proves the claim that for intervals in B, Ft > Ft+1.
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(2) Suppose θ ∈ [bk, b′]. In this region, Ft FOSD Ft+1 if

(1 − ρ)s−k(θ − bk) + · · · + (1 − ρ)s(b1 − m)
Nt

>
(1 − ρ)s−k+1(θ − bk) + · · · + (1 − ρ)s+1(b1 − m)

Nt+1

⇐⇒ Nt+1
Nt

>
(1 − ρ)s−k+1(θ − bk) + · · · + (1 − ρ)s+1(b1 − m)

(1 − ρ)s−k(θ − bk) + · · · + (1 − ρ)s(b1 − m)

⇐⇒ Nt+1
Nt

> (1 − ρ)

which was already been proved above.

(3) Suppose θ ∈ [b′, bk + 1]. I will show that in this region, Ft ≥ Ft+1 if

(1 − ρ)s−k(θ − bk) + · · · + (1 − ρ)s(b1 − m)
Nt

≥ (1 − ρ)s−k(θ − b′) + (1 − ρ)s−k+1(b′ − bk) + · · · + (1 − ρ)s+1(b1 − m)
Nt+1

⇐⇒ (1 − ρ)s−k(θ − b′) + (1 − ρ)s−k(b′ − bk) + · · · + (1 − ρ)s(b1 − m)
Nt

≥ (1 − ρ)s−k(θ − b′) + (1 − ρ)s−k+1(b′ − bk) + · · · + (1 − ρ)s+1(b1 − m)
Nt+1

⇐⇒ Nt+1
Nt

≥ (1 − ρ)s−k(θ − b′) + (1 − ρ)s−k+1(b′ − bk) + · · · + (1 − ρ)s+1(b1 − m)
(1 − ρ)s−k(θ − b′) + (1 − ρ)s−k(b′ − bk) + · · · + (1 − ρ)s(b1 − m)

⇐⇒ Nt+1
Nt

≥
(1 − ρ)s−k(θ − b′) + (1 − ρ)

[
(1 − ρ)s−k(b′ − bk) + · · · + (1 − ρ)s(b1 − m)

]
(1 − ρ)s−k(θ − b′) +

[
(1 − ρ)s−k(b′ − bk) + · · · + (1 − ρ)s(b1 − m)

]
Let S ≡

[
(1 − ρ)s−k(b′ − bk) + · · · + (1 − ρ)s(b1 − m)

]
. Note that

Nt+1
Nt

= (M − bs) + · · · + (1 − ρ)s−k(bk+1 − b′) + (1 − ρ)S
(M − bs) + · · · + (1 − ρ)s−k(bk+1 − b′) + S

Restating the problem:[
(M − bs) + · · · + (1 − ρ)s−k(bk+1 − b′)

]
+ (1 − ρ)S[

(M − bs) + · · · + (1 − ρ)s−k(bk+1 − b′)
]

+ S
≥

[
(1 − ρ)s−k(θ − b′)

]
+ (1 − ρ)S[

(1 − ρ)s−k(θ − b′)
]

+ S

A4



Collecting terms, we can restate the problem as:

M − (1 − ρ)S
M + S

≥ ⇐⇒ α − (1 − ρ)S
α + S

⇐⇒ (M + (1 − ρ)S)(α + S) ≥ (α + (1 − ρ)S)(M + S)

⇐⇒ MS + α(1 − ρ)S ≥ αS + M(1 − ρ)S

⇐⇒ M + α(1 − ρ) ≥ α + M(1 − ρ)

⇐⇒ M(1 − 1 + ρ) ≥ α(1 − 1 + ρ)

⇐⇒ M ≥ α

⇐⇒ (M − bs) + · · · + (1 − ρ)s−k(bk+1 − b′) ≥ (1 − ρ)s−k(θ − b′)

Since all terms are positive and θ ∈ [b′, bk+1], we must have

(1 − ρ)s−k(bk+1 − b′) ≥ (1 − ρ)s−k(θ − b′)

This holds with “=” if θ = bk+1 and with “>” if θ ∈ [b′, bk+1).

(4) Last, consider all intervals in B̄. For any θ ∈ [bj , bj+1] ∈ B̄, Ft FOSD Ft+1 if

(1 − ρ)s−j(θ − bj) + ... + (1 − ρ)s−k(bk+1 − bk) + ... + (1 − ρ)s(b1 − m)
Nt

>
(1 − ρ)s−j(θ − bj) + ... + (1 − ρ)s−k+1(bk+1 − b′) + (1 − ρ)s−k+1(b′ − bk) + ... + (1 − ρ)s+1(b1 − m)

Nt+1

⇐⇒ Nt+1
Nt

>
(1 − ρ)s−j(θ − bj) + ... + (1 − ρ)s−k(bk+1 − b′) + (1 − ρ)S

(1 − ρ)s−j(θ − bj) + ... + (1 − ρ)s−k(b1 − b′) + S

Using the same definition of S that we employed previously, we can restate the problem:[
(M − bs) + · · · + (1 − ρ)s−k(bk+1 − b′)

]
+ (1 − ρ)S

(M − bs) + · · · + (1 − ρ)s−k(bk+1 − b′)
]

+ S

>

[
(1 − ρ)s−j(θ − bj) + ... + (1 − ρ)s−k(bk+1 − b′)

]
+ (1 − ρ)S[

(1 − ρ)s−j(θ − bj) + ... + (1 − ρ)s−k(b1 − b′)
]

+ S

Collecting terms, we can restate this expression as

M − (1 − ρ)S
M + S

>
α′ − (1 − ρ)S

α′ + S

Which holds whenever M > α′, i.e.

(M − bs) + · · · + (1 − ρ)s−k(bk+1 − b′) > (1 − ρ)s−j(θ − bj) + ... + (1 − ρ)s−k(bk+1 − b′)
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Note that terms (M − bs) + · · · + (1 − ρ)s−j+1(bj+2 − bj+1) on the LHS have no analogue
on the RHS, so we can cancel terms and simplify the inequality to

(M − bs) + · · · + (1 − ρ)s−j+1(bj+2 − bj+1) > (1 − ρ)s−j(θ − bj)

since θ ∈ [bj , bj+1], the inequality must hold strictly.

A.2 Proof of Lemma 2

(i) Claim: The social planner will never use violence in the first period.

Proof. Recall the prior is that θ ∼ Unif [m, M ]. I will show that there does not exist any
θ′ ∈ [m, M ] such that there is a strictly higher probability of defeating θ′ if violence is used
in the first period and peace in the second period rather than using peace in the first period.

Suppose θ′ ∈ [m, v̄]. If violence is used initially, θ is defeated with certainty. If peace is
used in the first period and generates power less than θ, then the social planner uses vio-
lence and defeats θ′ with certainty. Hence there is no difference in the probability of success.

Suppose θ ∈ [v̄, M ]. If violence is used initially, then the likelihood of defeating θ is the
probability that the peaceful protest in the second period is greater than θ′, which is

P2 ≡
ĉp

2(v̄) + ϵ − (2ϵ)A−1
p (θ′) − c

c − c

where ĉp
2(v̄) =

∫ 1

0

Ap(l) − v̄

M − v̄
dl

If peace is used initially, then the likelihood of defeating θ is the probability that the peaceful
protest in the first period is greater than θ′, which is

P1 ≡
ĉp

1 + ϵ − (2ϵ)A−1
p (θ′) − c

c − c

where ĉp
1 =

∫ 1

0

Ap(l) − m

M − m
dl

Note that ĉp
2(v̄) < ĉp

1, and besides that all the other terms are identical between P1 and P2.
Hence, P1 < P2, so there is a strictly smaller probability of defeating θ if peace is used first.

Now note that there is no benefit to using violence more than once. Any θ which cannot be
defeated using violence in one period cannot be defeated using violence in another period,
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and any θ which can be defeated using violence in one period can also be defeated using
violence in another period. By contrast, using peace in the first period affords positive
probability of defeating values of θ greater than v̄, so it is strictly preferable to use peace
first and violence second than using violence twice.

Thus, it is never optimal to use violence in the first period.

(ii) Claim: The range of failed first-period protests for which violence is used in the second
period is increasing in v̄.

Proof. Let the power of the first-period protest be denoted by A1. The game only continues
if the first-period protest failed. Then, the expected success of peaceful protest is given by:

∫ c

c

1
c − c

max
{

Ap

(
min(max( ĉp

2−c+ϵ
2ϵ , 0), 1)

)
− A1, 0

}
M − A1

dc (⋆)

where
ĉp

2 =
∫ 1

0

max(Ap(l) − A1, 0)
M − A1

dl

Note that c < c, 0 ≤ A1 ≤ Ap(1) ≤ M . I further assume that Ap is a linear function with
slope p and intercept 0.

The expected success of a violent protest is given by

max{v̄ − A1, 0}
M − A1

The social planner chooses peace for the second period if (⋆) > max{v̄−A1,0}
M−A1

. If v̄ < A1 then
this is trivially true. Consider the case where v̄ ≥ A1 :

∫ c

c

1
c − c

max
{

Ap

(
min(max( ĉp

2−c+ϵ
2ϵ , 0), 1)

)
− A1, 0

}
M − A1

dc >
max{v̄ − A1, 0}

M − A1

⇐⇒ 1
c − c

∫ c

c
max

{
Ap

(
min(max( ĉp

2 − c + ϵ

2ϵ
, 0), 1)

)
− A1, 0

}
dc > v̄ − A1

H(A1) ≡ 1
c − c

∫ c

c
max

{
Ap

(
min(max( ĉp

2 − c + ϵ

2ϵ
, 0), 1)

)
− A1, 0

}
dc + A1 > v̄

The task now reduces to proving that H(A1) is convex in A1. Since the RHS (v̄) is constant
in A1, this suffices to show that the set of A1 for which the inequality is true is decreasing
in v̄ (equivalently, the set of A1 for which violence is the success-maximizing choice in the
second period is increasing in v̄.
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To differentiate A1, it is helpful to adjust the bounds of integration.

Ap

(
min(max( ĉp

2 − c + ϵ

2ϵ
, 0), 1)

)
< A1

⇐⇒ c > ĉp
2 + ϵ − 2ϵ

(A1
p

)
Note that min{max{ ĉp

2−c+ϵ
2ϵ , 0}, 1} implies that

ĉp
2 − c + ϵ

2ϵ
> 1 ⇐⇒ c < ĉ − ϵ

ĉp
2 − c + ϵ

2ϵ
< 0 ⇐⇒ c > ĉ + ϵ

Taken together, this yields the following constraints:

ĉ − ϵ < c < ĉ + ϵ and ĉ + ϵ − 2ϵ
A1
p

< c

Note that the latter constraint is the stricter lower bound on c. Hence, we can simplify to:

ĉ + ϵ − 2ϵ
A1
p

< c < ĉ + ϵ

Hence, adjusting the bounds of integration yields

H(A1) =
∫ min{c,ĉ+ϵ}

max{c,ĉ+ϵ−2ϵ(A1/p)}

1
c − c

[
Ap

(
ĉp

2 − c + ϵ

2ϵ

)
− A1

]
dc +

∫ ĉ+ϵ−2ϵ(A1/p)

c

1
c − c

[
Ap(1) − A1

]
dc + A1

Assuming that Ap is linear,

=
∫ min{c,ĉ+ϵ}

max{c,ĉ+ϵ−2ϵ(A1/p)}

1
c − c

[
p

(
ĉp

2 − c + ϵ

2ϵ

)
− A1

]
dc +

∫ ĉ+ϵ−2ϵ(A1/p)

c

1
c − c

[
p − A1

]
dc + A1

Case (1): Both of the ĉ constraints bind. Then, the first integral is simply a linear function
of c which takes value ranging from 0 to Ap(1) − A1:

∫ ĉ+ϵ

ĉ+ϵ−2ϵ(A1/p)

[
p

(
ĉp

2 − c + ϵ

2ϵ

)
− A1

]
dc

Note that the integrand is a linear function of x. Therefore, this integral evaluates to:

(
ĉ + ϵ − (ĉ + ϵ − 2ϵ(A1/p))

)1
2

[
p

(
ĉ − (ĉ + ϵ) + ϵ

2ϵ

)
− A1 + p

(
ĉ − (ĉ + ϵ − 2ϵ(A1/p)) + ϵ

2ϵ

)
− A1

]

=2ϵ

(
A1
p

)1
2

[
0 − A1 + p(A1

p
) − A1

]

=ϵ

(
A1
p

)
(−A1)

= − ϵA2
1

p
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The second integral is easy to evaluate (as the argument does not appear). Thus, H(A1) is

H(A1) = 1
c̄ − c

(
− ϵA2

1
p

)
+ 1

c̄ − c

(
(p − A1)(ĉ + ϵ − 2ϵ(A1/p) − c)

)
+ A1

Note that: ĉ =
∫ 1

A−1
p (A1)

Ap(x) − A1
M − A1

dx

=
∫ 1

A1/p

px − A1
M − A1

dx (with linear assumption)

= (p − A1)2

2p(A1 − M)

Hence, H(A1) is

1
c̄ − c

(
−ϵ(A1)2

p
+ (p − A1)

( (p − A1)2

2p(A1 − M) − 2ϵ
A1
p

+ ϵ − c

))
+ A1

Differentiate with respect to A1:

dH(A1)
dA1

= 1
c − c

[
−2ϵA1

p
+ (p − A1)2(p − 3M + 2A1)

2p(A1 − M)2 + 2ϵ(2A1 − p)
p

− ϵ + c

]
+ 1

= 1
c − c

[
2ϵ(A1 − p)

p
+ (p − A1)2(p − 3M + 2A1)

2p(A1 − M)2 − ϵ + c

]
+ 1

Differentiate once again to obtain the second derivative:
1

c − c

[2ϵ

p
+ (p − A1)

(
3M2 + p2 + pA1 + A2

1 − 3M(p + A1)
)

p(M − A1)3

]
= 1

c − c

[2ϵ

p
+

(p − A1)
(
3M(M − p − A1) + p2 + pA1 + A2

1
)

p(M − A1)3

]
Every term is positive (since M ≥ p + A1). Hence, the entire expression is positive and
H(A1) is convex.

Case (2): c and c constraints bind. In this case, full turnout is never obtained, so we
drop the second term (which describes instances where the cost draw is such that full
turnout is obtained). Then,

H(A1) =
∫ c

c

1
c − c

(
p(ĉ − c + ϵ)

2ϵ
− A1

)
dc + A1

= 1
c − c

1
2

(
p(ĉ − c + ϵ)

2ϵ
− A1 + p(ĉ − c + ϵ)

2ϵ
− A1

)
+ A1

= 1
2(c − c)

(2p(ĉ + ϵ)
2ϵ

+ p(c − c)
2ϵ

− 2A1

)
+ A1

= 1
2(c − c)

(
p(ĉ + ϵ)

ϵ
+ p(c − c)

2ϵ

)
− A1

c − c
+ A1
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Differentiate wrt A1:

dH(A1)
dA1

= 1
2(c − c)

(
p

2ϵ

)(
dĉ(A1)

dA1

)
+ 1

c − c
+ 1

= 1
2(c − c)

(
p

2ϵ

)( 1
2p

p2 − 2Mp − A2
1 + 2MA1

(M − A1)2

)
− 1

c − c
+ 1

Differentiate again:

= 1
2(c − c)

(
p

2ϵ

)(1
p

(M − p)2

(M − A1)2

)
> 0

Case (3): c, ĉ + ϵ constraints bind. In this case, full turnout is again never obtained, so we
drop the second term. Then,

H(A1) =
∫ ĉ+ϵ

c

1
c − c

(
p(ĉ − c + ϵ)

2ϵ
− A1

)
dc + A1

= 1
c − c

1
2

(
p(ĉ − (ĉ + ϵ) + ϵ)

2ϵ
− A1 + p(ĉ − c + ϵ)

2ϵ
− A1

)
+ A1

= 1
2(c − c)

(
p(ĉ − c + ϵ)

2ϵ
− 2A1

)
+ A1

= 1
2(c − c)

(
p(ĉ − c + ϵ)

2ϵ

)
− A1

c − c
+ A1

Differentiate wrt A1:

dH(A1)
dA1

= 1
2(c − c)

(
p

2ϵ

)( 1
2p

p2 − 2Mp − A2
1 + 2MA1

(M − A1)2

)
− 1

c − c
+ 1

Differentiate again:

= 1
2(c − c)

(
p

2ϵ

)(1
p

(M − p)2

(M − A1)2

)
> 0

Case (4): ĉ − ϵ + 2ϵ(A1/p), c constraints bind. Then,

H(A1) =
∫ c

ĉ+ϵ−(2ϵ)(A1/p)

1
c − c

(
p(ĉ − c + ϵ

2ϵ
− A1

)
dc +

∫ ĉ+ϵ−2ϵ(A1/p)

c

p − A1
c − c

dc + A1

= 1
2(c − c)

(
p(ĉ − c − ϵ + ϵ(A1/p)

2ϵ
− 2A1

)
+ 1

c̄ − c

(
(p − A1)(ĉ + ϵ − 2ϵ(A1/p) − c)

)
+ A1

Differentiating wrt A1:

dH(A1)
dA1

= 1
2(c − c)

[
p

2ϵ

(
dĉ

dA1
+ 2ϵ

p

)
− 2

]

+ 1
c − c

[
+ (p − A1)2(p − 3M + 2A1)

2p(A1 − M)2 + 2ϵ(2A1 − p)
p

− ϵ + c

]
+ 1

= 1
2(c − c)

[
p

2ϵ

(
dĉ

dA1

)
− 1

]
+ 1

c − c

[
+ (p − A1)2(p − 3M + 2A1)

2p(A1 − M)2 + 2ϵ(2A1 − p)
p

− ϵ + c

]
+ 1
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Differentiate once again to obtain the second derivative:

= 1
c − c

[
p

2ϵ

d2ĉ

dA2
1

+
(p − A1)

(
3M(M − p − A1) + p2 + pA1 + A2

1
)

p(M − A1)3

]
By previous arguments we know all these terms are positive.

Hence in all four cases, H(A1) is convex.
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